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1. Introduction

There is a substantial body of recent descriptive evidence, spanning a large number of countries, which suggests that the returns to schooling increases with schooling, i.e. the schooling-earnings profile is convex. The evidence for developing countries, and South Africa in particular, has been particularly conclusive in this regard. However, most of this literature uses estimators that exploit identifying assumptions deemed implausible by contemporary standards, specifically that schooling is exogenous in the earnings function and that schooling returns are homogenous across individuals. Although there are now a large number of studies that have estimated the return to endogenous schooling while allowing for individual heterogeneity in returns, such estimates are usually interpreted as local average treatment effects that are uninformative about the shape of the earnings profile.

Substantial convexity in the earnings profile appears to suggest that the labour market demands highly skilled workers, and that public policies aimed at improving the prospects of young labour market entrants should focus on improved access to higher education. However, this apparent convexity may also be a statistical artefact produced by heterogeneity in the returns to schooling due to variation in school quality, household or neighbourhood differences in preparing learners for school, or individual differences in inherent abilities or motivation. If individuals who receive high yielding schooling years also tend to stay in school for longer, then this will produce the same convex schooling-earnings correlation pattern that have now been found in many recent studies. However, the public policy implications from such a model are very different from those usually motivated by a convex earnings profile. Policies that improve access to schooling without simultaneously addressing the low quality of schooling or household inequality will be ineffective in addressing labour market inequality. It is instructive in this regard to note that many African countries, including South Africa, have made substantial progress in improving access to education in recent decades, but there is little evidence that successive generations of better educated labour market entrants have reaped the benefits of their greater investment in education.

The only way to distinguish between marginal schooling returns that truly increase in schooling years and heterogeneous returns that are positively correlated to schooling is to use a statistical technique that explicitly allow for endogenous schooling, heterogeneous returns and a non-linear schooling-earnings profile. The control function estimator can be used to allow for all of these features, but requires instrumental variables that affect schooling outcomes at various schooling
years. It also requires identifying assumptions that are more restrictive than those necessary for identifying the local average treatment effect. These assumptions rule out using a linear first-stage regression of an endogenous variable with discrete characteristics, like schooling, and require accurately modelling the conditional expectation of schooling that fully reflect any potentially non-linear effects of the instrumental variables on schooling outcomes.

South Africa has notoriously high inequality in school quality and household income as well as a highly convex schooling-earnings profile, and therefore offers a promising context to explore the validity of the competing explanations for the observed correlation pattern between schooling and earnings. This paper will use the exogenous variation in schooling that derives from two education policies implemented by the Department of Education in the late 1990s. These policies aimed to reduce the number of over-aged learners in the school system, and had the effect of reducing grade repetition rates and decreasing enrolment amongst older learners. The time-, grade- and age-varying enrolment and promotion rates from a structural dynamic schooling attainment equation are estimated using a minimum distance estimator with a flexible specification. We argue that these estimates are more likely to accurately capture non-linearities in the conditional expectation of educational attainment that would invalidate the use of a first-stage schooling regression that linearly projects schooling onto exogenous variables.

The results of our control function estimates suggest that the South African schooling earnings profile is actually very close to linear and perhaps even concave. We also find evidence of substantial heterogeneity in the slope of this curve, which is consistent with other studies that have found very high levels of inequalities in household background characteristics and school quality. The results suggest that individuals with low returns end up with fewer schooling years, while high return individuals choose more years of schooling. This interaction produces what seems like a convex schooling-earnings profile when using estimators that do not allow for heterogeneous returns or endogenous schooling outcomes.

2. Literature review

In order to consider the causal effect of an additional year of schooling $s$ on the earnings of agent $i$ in period $t$, we write the structural equation for log hourly earnings as

$$w_{it}(s) = z_{it1} \delta + f_i(s) + a_{it}$$  \[1\]

where $z_{it1}$ is a vector of observable characteristics that affect individual earnings and $a_{it}$ represents the composite effect of unobservable wage determinants. $f_i(.)$ is an individual-specific function that maps the different schooling years onto expected earnings, and represents the schooling-earnings profile.
Studies in the early empirical schooling returns literature typically used some variant of Mincer’s (1974) human capital earnings function to estimate the returns to education using ordinary least squares (OLS) while controlling for characteristics such as experience, demographic factors and geographical controls. This specification replaces the schooling function in equation [1] with \( f_i(s) = bs \), where the estimate of \( b \) is then interpreted as the causal effect of an additional year of completed schooling on labour market earnings. Ashenfelter et al. (1999) find that the cross-country average for such OLS estimates is between 6 and 7%, whereas the return in South Africa (as surveyed in Keswell and Poswell (2004)) is usually found to be between 15% and 30%.

The econometric shortcomings of this approach are well documented (Denison (1964), Gronau (1974), Lemieux (2006), Heckman, Lochner, & Todd (2006), to mention a few). Three of the most important limitations of the conventional Mincerian approach include the possible correlation of schooling and unobserved ability, heterogeneity of returns across schooling years, and heterogeneity of returns across individuals.

The concern that the robust statistical correlation between schooling and earnings may reflect inherent pre-schooling productivity differences rather than the causal effect of schooling (Denison, 1964; Spence, 1973) is almost as old and as well-established as the empirical human capital literature itself (G. Becker, S., 1964; Mincer, 1958). This criticism has led to large literature that uses instrumental variable (IV) techniques to address the bias that arises from not being able to control for the wage effect of unobservable abilities. These studies usually exploit supply-side determinants of the individual’s education investment decision, such as institutional characteristics of the education system, to obtain variation in schooling that is orthogonal to unobserved abilities. It is argued that any correlation between such exogenous schooling shocks and earnings must reveal the true causal effect of additional schooling investment. Some of the instrumental variables that have been used to identify the causal effect of schooling includes quarter of birth (Angrist & Krueger, 1991), distance to the nearest school (Kane & Rouse, 1995), changes in the minimum school leaving age (Harmon & Walker, 1995), and region and time variation in school construction (Duflo, 2001). Ashenfelter et al. (1999) find that IV estimates are on average almost 2% points higher than OLS estimates of the same equation and with the same data, which appears to contradict concerns that OLS estimates are upwardly biased owing to the omission of unobserved ability from such regressions. This result is often explained by invoking Grilliches’ (1977) argument that the misreporting of true schooling levels induces a downward attenuation bias in the Mincerian schooling returns\(^1\). If this downward bias exceeds in magnitude the positive ability bias, then IV techniques should find estimates that are higher than the corresponding OLS estimates.

The early empirical literature essentially attempted to estimate the return to additional year of education, implicitly based on the notion that this rate is the same across different individuals and

\(^1\) Card (1999, p. 1816) casts some doubt over the validity of this interpretation by showing that the size and mean-regressive nature of schooling measurement error implies that it is unlikely to bias the schooling coefficient by more than 10%.
levels of schooling. The recent literature has relaxed this assumption in two ways: allowing for a non-linear but deterministic schooling-earnings profile or completely unrestricted heterogeneity across individuals. The first line of research departs from Mincer’s (1974) standard2 human capital earnings function by allowing schooling to enter the earnings function in a more flexible manner, usually as a quadratic or spline function. On the basis of empirical research that spans three decades George Psacharopoulos (1973, 1985, 1994; Psacharopoulos & Patrinos, 2004) argues that, within countries, returns are higher at lower levels of education: the schooling-earnings profile is concave. However, this characterisation of the earnings profile has recently come under intense scrutiny. Mincer (1996), Heckman, Lochner, & Todd (2008) and Lemieux (2006) all find that wages in the US has been increasingly convex since 1980. Banerjee and Duflo (2005) question the quality of data from which Psacharopoulos draws his inference, and after omitting those countries considered to have “poor” or “very poor” quality data by Bennell (1996) the results are found to differ from the conventional pattern suggested by Psacharopoulos. The evidence for developing countries has been particularly conclusive in its rejection of concavity: convexity has been found in Mexico (Binelli, 2008), Columbia, Hong Kong and Kenya (Carnoy, 1995), Botswana (Siphambe, 2000), Zambia (Nielsen & Westergard-Nielsen, 2001), Ghana, Egypt, Côte d’Ivoire, Kenya and Tanzania (Appleton, Hoddinott, & MacKinnon, 1996; Teal, 2001; Whaba, 2000) and South Africa (Keswell & Poswell, 2004). However, most of these studies use estimators that require schooling to be exogenous in the earnings equation, and little work has been done to investigate how the shape of the schooling-earnings function is biased by schooling endogeneity.

The second branch of the heterogeneous returns literature entails a more dramatic departure from the conventional Mincerian approach by allowing completely unrestricted heterogeneity in the education returns across individuals and years of schooling. This approach follows a trend in microeconometrics that uses instrumental variables and very few explicit behavioural assumptions to identify the local average treatment effect (LATE) of an endogenous regressor. In the context of our research question, the LATE can be interpreted as the weighted average of the marginal schooling returns for those who alter their schooling investment decisions due to a change in the IV values. Card (1999), who re-interprets much of the IV returns to education literature through the lens of LATEs, concludes that the IV estimates are often higher than OLS estimates because the instruments have a larger effect on those with lower levels and hence higher returns to schooling. However, this interpretation clearly requires that the schooling-earnings profile is concave.

A series of papers by Garen (1984), Wooldridge (1997, 2003) and Heckman & Vytlacil (1998) have investigated the conditions under which IV techniques can be used to estimate the average treatment effect (ATE), the causal effect averaged over the population as a whole. These
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2 Mincer (1974) experimented with alternative functional forms, including one that included the years of schooling as a quadratic function. However, it is the earnings function with a linear schooling variable that would come to be the workhorse of empirical labour economics and bear his name.
conditions are discussed in more detail in section 2.3, but are in many respects more heroic than the identifying assumptions required to estimate the LATE. The ATE has the benefit of being more readily interpretable than the LATE, although it is still not as informative as a full set of structural parameter estimates. Another benefit of the ATE is that it can be used to estimate the slope of the schooling-earnings profile, something which a regular LATE is completely uninformative about.

3. The Becker-Card model

Our literature survey highlighted three econometric problems that we should consider when estimating the coefficients of the earnings function: the potential endogeneity of schooling, returns that are non-linear in schooling, and returns that vary across individuals. In order to aid the interpretation of the estimates it is useful to derive the estimable equations from an explicit theoretical model (Heckman, 2010). Towards this end we briefly review the Card (1999, 2001) model, which allows for endogenous schooling decisions and a non-linear schooling-earnings profile that varies across individuals.

The literature survey in section 2 refers to the large number of studies that use the Mincerian earnings function to estimate the return to investment in schooling. This model is based on the estimable equation

$$w_{it} = z_{it1} \delta + bs_i + a_{it}$$

[2]

where $z_{it1}$ includes a constant, years of experience and experience squared, demographic characteristics and geographical controls. Ordinary least squares (OLS) can be provide unbiased estimates of the vector of coefficients $(\delta, b)$ if $E(a_{it}|z_{it1}, s_i) = 0$, which requires that schooling is exogenous in the earnings regression. Furthermore, this model implicitly assumes that the schooling returns, $b$, are constant across individuals and different schooling years. Some studies choose to circumvent the restrictiveness of this assumption by including schooling as a quadratic or a spline function, but this still does not allow the returns to vary across different individuals. As we will see below, these assumptions may lead us to draw invalid inferences regarding the causal effect of an additional schooling year on an individual’s expected earnings.

In a pair of seminal articles that aim to explain the high schooling return estimates obtained using IV methods (compared to returns estimated with OLS), Card (1999, 2001) derives an economically tractable model of the relationship between earnings and schooling by building on ideas first introduced by Becker(1967) in his Woytinsky lecture. This model consists of individuals who are heterogeneous in both opportunity and ability and who make decisions in order to maximise their utility functions subject to an intertemporal budget constraint. Log earnings is additively separable in schooling and experience – which means that the earnings equation can be expressed as in equation [1] – and both the marginal returns and marginal costs are linear functions of schooling.
Card (2001, p. 1811) further assumes that “either because of credit market considerations or taste factors” the marginal cost of schooling is an increasing function of the years of schooling, \( r_i + \kappa_2 s_i \) where \( \kappa_2 > 0 \), and that proportional wage growth is a linearly decreasing function of schooling, \( \beta_i - \kappa_1 s_i \), where \( \kappa_1 > 0 \). Under the maintained assumption that the conditions for an interior solution are met a representative agent (denoted \( i \)) will continue investing in schooling, \( s_i \), until the marginal cost and marginal benefit are equated. Individuals are heterogeneous in both the cost of schooling that they face and the marginal benefit to schooling, which is what Becker (1967) refers to as “inequality in opportunity” and “inequality in ability”, respectively. These assumptions provide us with the following structural earnings function:

\[
\begin{align*}
    w_{it} &= z_{it1} \beta + b_i s_i - \frac{1}{2} \kappa_1 s_i^2 + a_{it} \\
    \text{where } E(a_{it}) &= 0.
\end{align*}
\]

Utility maximising individuals choose to invest in \( s_i^* = \frac{b_i - r_i}{\kappa} \) years of education, where \( \kappa = \kappa_1 + \kappa_2 \). If we allow the relative cost term \( r_i \) to depend on the observable wage determinants as well as a set of (instrumental) variables that do not directly affect earnings, \( z_{it2} \), then the schooling equation can be rewritten as

\[
\begin{align*}
    s_i^* &= z_{it1} \beta_1 + z_{it2} \beta_2 + u_{it} \\
    \text{where } u_{it} \text{ is now the demeaned sum of the unobservable relative returns and cost terms.}
\end{align*}
\]

Conditional on schooling, individual heterogeneity affects earnings via general labour market productivity, \( a_{it} \), and the ability to translate education into earnings, \( b_i \). Deschenes (2004) refers to these components as “relative ability” and a “comparative advantage in the use of education”. We will refer to the latter term as the “relative returns” coefficient, while being mindful of the fact that the actual marginal returns to education are \( \beta_i - \kappa_1 s_i \). Card (2001) maintains the assumption that the schooling-earnings profile is concave, but as long as the conditions for an interior solution are met there is no reason why this model is inconsistent with convex schooling-earnings profiles.

Rewriting the heterogeneous relative returns coefficient as \( b_i = \overline{b} + v_i \), where \( \overline{b} = E(b_i) \) gives us an estimable earnings equation

\[
\begin{align*}
    w_{it} &= z_{it1} \beta + \overline{b} s_i - \frac{1}{2} \kappa_1 s_i^2 + v_i s_i + a_{it} \\
    \text{[5]}
\end{align*}
\]

Card (2001, p. 1134) demonstrates that the linear schooling coefficient from an OLS regression of equation [2] is likely to be an upwardly biased estimate of the average marginal returns \( \overline{b} - \kappa_1 \overline{s} \) since the optimal level of schooling is correlated with the OLS regression residual (which now
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3 The notation used here differs slightly from that used in the original Card (2001; 1999) papers, as our objective is to derive an estimable equation with time-varying error terms and conditioning variables.

4 The second-order sufficient condition requires that the slope of the marginal cost curve is larger than that of the marginal benefit curve.
consists of the last two terms on the right-hand side of equation [5]). Furthermore, his derivations (Card, 2001, p. 1133) also suggest that an OLS earnings regression with schooling included as a quadratic function will tend to over-estimate the degree of convexity in the expected schooling-earnings profile. Clearly then, estimating the Mincerian earnings function with OLS – and including schooling either linearly or as a quadratic function – will yield biased estimates of the average schooling returns parameters if schooling is endogenous in the earnings function or individuals are heterogeneous in schooling returns.

4. Identification

Another approach to estimating the shape of the schooling-earnings profile for the “average” individual is to start from the assumptions of the Becker-Card model and to estimate the \( \bar{b} \) and \( \kappa_1 \) parameters from equation [5]. These coefficient estimates will allow us to construct the expected schooling-earnings profile for a randomly selected individual.

Suppose that the earnings function is given by equation [5] and that individuals’ schooling decisions are represented by equation [4]. Estimating the parameters of interest now involves estimating the ATE in what Heckman & Vytlacil (1998) termed the correlated random coefficient (CRC) model. The conditions under which this parameter can be estimated have been a point of some contention. Garen (1984) was the first to consider the estimation of the ATE in a CRC model – he too considered a wage function in which the returns to schooling may be correlated to endogenous schooling, although his earnings equation omitted the quadratic schooling term from equation [5] – and he argued that 2SLS cannot recover consistent estimates of \( (\delta, \bar{b}) \) because \( E(v_i s_i) \neq 0 \). Instead he proposed using the control function estimator to estimate these parameters.

The control function (CF) approach entails first estimating the schooling equation before using the regression residual \( \hat{u}_{it} = s_i - z_{it} \hat{\pi} \) as an additional control in an OLS regression of the structural earnings equation. In the case of a linear endogenous variable with a constant parameter this approach can be shown to be numerically identical to 2SLS. However, this equivalence disappears if schooling enters the earnings function non-linearly or heterogeneously, in which case the two estimators use different identifying assumptions to estimate the parameters of interest. Although \( u_{it} \) is not observed, the ability to consistently estimate it allows us to treat it as if it were observed asymptotically when using it as a control variable in the earnings regression. The fact that the CF estimator uses a generated regressor means that the OLS estimate of the second-stage regression coefficient covariance matrix must be adjusted to reflect this additional source of variation. In the context of a CRC model, Garen’s (1984) approach is to estimate the schooling residuals, \( \hat{u}_{it} \), and to then estimate the earnings regression with both \( \hat{u}_{it} \) and \( \hat{u}_{it} s_i \) included as additional regressors. He demonstrated that this estimator will consistently estimate the structural
model parameters under fairly strong conditions that included the normality of $u_{it}$ and that $(u_{it}, v_i)$ are independent of $z_{it}$.

Wooldridge (1997) showed that although the presence of $v_i s_i$ in the model error term will necessarily bias the 2SLS estimate of the intercept coefficient, the (generally more interesting) slope coefficients can be consistently estimated under conditions that are in many respects weaker than Garen’s (1984) assumptions for CF consistency. Specifically, using 2SLS to estimate the ATE of schooling requires that $E(u_{it}|z_{it}) = 0$, $E(u_{it}^2|z_{it})$ is constant and $E(v_i|u_{it}) = \rho_2 u_{it}$. He also argues that the additional computations required to adjust the standard errors of the CF estimator in order to account for the generated regressors makes Garen’s (1984) proposed methodology less attractive than 2SLS. Heckman & Vytlacil (1998) developed a two-step plug-in estimator for the same model, and demonstrated that this will provide consistent estimates of the ATE under weaker assumptions than those in Wooldridge (1997) for 2SLS consistency. Wooldridge (2003) responded by deriving consistency conditions for the 2SLS estimator that are weaker than those in Wooldridge (1997) and also weaker than required for the Heckman & Vytlacil (1998) estimator. He argues that the 2SLS estimates of the ATE in a CRC model will therefore be more robust than those of the Heckman & Vytlacil (1998) approach, and simpler to calculate than Garen’s (1984) CF estimator.

However, the 2SLS estimator requires that there are at least as many IVs as endogenous regressors. In such cases the CF estimator allows a different set of assumptions under which the ATE can potentially be recovered. This approach requires first estimating the schooling equation [4], and then using the residuals $u_{it}$ and the residuals interacted with schooling $\hat{u}_{it} s_i$ as additional controls in the OLS regression of equation [5]. Wooldridge (2007) presents sufficient conditions for the CF to consistently estimate the parameters $(\delta, \beta, \kappa_i)$.

1. $(a_{it}, v_i, u_{it})$ is independent of $z_{it}$,
2. $\text{rank } E(z_{it}'(z_{it3}, s_i)) = K_1 + 1$,
3. $E(a_{it}|u_{it}) = \rho_1 u_{it}$,
4. $E(v_i|u_{it}) = \rho_2 u_{it}$

Assumption 1 imposes a “substantive restriction on the structural and reduced form error terms” (Wooldridge, 2007). Firstly, requiring $z_{it}$ to be independent of $a_{it}$ implies a stronger exogeneity condition for the instruments than uncorrelatedness or mean independence: we now also preclude the instrument from affecting non-linear functions of market ability, such as its variance. Perhaps more restrictively, assuming that the schooling error $u_{it}$ is independent of $z_{it}$ seems to suggest having more knowledge about the process that generated schooling outcomes $s_i$ than was the case when using a 2SLS estimator that merely performed a linear projection on the schooling outcome. Even though equation [4] is typically referred to as the reduced form equation, the assumption that $u_{it}$ is independent of $z_{it}$ comes close to assuming that we have correctly
specified the structural equation for $s_t$. This assumption also rules out linear first-stage equations in which the endogenous variable has discrete characteristics, which could be a problem in an analysis such as ours where schooling is a count variable. Finally, assuming that $v_i$ is independent of $z_{it}$ precludes any systematic variation between schooling and the returns that are not already captured by the quadratic schooling term.

The typical instrument informativeness assumption, which requires that our instrumental variables explain some variation in the schooling variable that is not already explained by the control variables, is stated as assumption 2. Assumption 3 specifies the precise functional form of the relationship between the structural and reduced form errors. When combined with assumption 1 and the form of equation [4] it implies that $E(a_{it}|z_{it}, s_i) = \rho_t u_{it}$, which is enough to ensure that we can remove any endogeneity arising from correlation between $a_{it}$ and $u_{it}$ by the inclusion of $\hat{u}_{it}$ as a regressor. Similarly, assumption 4 will allow us to control for the relationship between $v_i$ and $u_{it}$ by including $\hat{u}_{it}, s_i$ as an additional control variable. These functional form assumptions appear very restrictive, but it is the fact that $E(a_{it}|z_{it}, s_i)$ and $E(v_i|z_{it}, s_i)$ are known functions of a consistently estimable variable that is required for consistency rather than the linearity of these functions. Equally valid identifying assumptions would be obtained by replacing assumptions 3 and 4 with alternative specifications $E(a_{it}|u_{it}) = \vartheta_u(u_{it})$ and $E(v_i|u_{it}) = \vartheta_v(u_{it})$ where $\vartheta_u(u_{it})$ and $\vartheta_v(u_{it})$ could be something like low-order polynomials that are believed to accurately approximate a broader class of relationships between the structural and reduced form errors. In this case the CF approach is applied by including the polynomial terms of $\hat{u}_{it}$ (on its own and interacted with $s_i$) as second-stage regressors. This is exactly the approach taken in Söderbom et al. (2006).

The assumed independence between $u_{it}$ and $z_{it}$ rules out using the CF approach outlined above unless the endogenous variable is continuous. A similar issue arises when using 2SLS to estimate the ATE of endogenous schooling on earnings. Technically, this means that these approaches are not appropriate when we are interested in identifying the causal effect of schooling. However, there are examples of studies that have evidently considered the schooling variable to be sufficiently continuous to exploit this independence assumption, such as Heckman and Vytlacil (1998) and Söderbom et al. (2006). Even if we were comfortable ignoring the dependence between $u_{it}$ and $z_{it}$ that derives from the discrete nature of schooling outcomes, this approach clearly requires that our schooling equation is correctly specified and completely captures the complete effect of the instrumental variables on all the moments of the schooling variable. These more restrictive assumptions, which are not required for estimating local average treatment effects of schooling, are a crucial part of how we obtain answers to the more ambitious research question of estimating the causal effects of different schooling years on expected earnings. Persuasively answering this question requires scrutinising whether these stronger assumptions are valid, and perhaps using more appropriate techniques if necessary.
5. South African schooling policy

A high share of South African youths have historically chosen to stay in school for long beyond the normal school-going age due to late school entry, high repetition, drop-out and drop-in rates and the high unemployment rate amongst young workers with less than completed secondary education. In 1998 60% of Grade 12 learners were older than the correct grade-age (Guluza & Hoadley, 1998, p. 1). A high proportion of the over-age children remaining in school were black and lived in rural areas, perhaps the group that was also most likely to struggle to find employment otherwise. This presence of a large group of over-aged learners contributed to maintaining the already high class sizes in schools, which was perceived to impose a negative externality on pupils of the correct grade-age while tying up scarce resources in the education system. In an attempt to rectify this situation, the Department of Education phased in restrictions on over- and under-aged learners in the late 1990s, as well as limiting the number of times a student could be held back.

Shortly after political transition the DoE discussed – albeit in very vague terms – a strategy to reduce the large numbers of over-aged learners in schools (Republic of South Africa, 1995). This document refers to eliminating over-aged enrolment “in time” (1995, p. 36) with such a policy to be “enforced by the provincial Ministries of Education for the designated age group, on the basis of designated magisterial districts, until by stages the whole country is covered”. This suggests a plan to phase in such a policy progressively by geographical regions. In 1998 the Minister of Education published Age Requirements for Admission to an Ordinary Public School, which defined the appropriate age for admission to a certain grade as “the grade number plus 6” (Department of Education, 1998). However, the notice itself seemed to have been more concerned with the enrolment of under-age children in Grade 1, and – perhaps due to the sensitive nature of this policy – official DoE documents describing the implementation of restrictions on over-aged learner admissions are hard to come by. One is therefore left to infer much about the implementation details from school data, the policy documents of provincial education departments and other research papers. One document of the Department of Education hints at what the policy intended: “Provisions for conditions of admission of learners to public schools as well as age grade norms are further elaborated on in the Admissions Policy for Ordinary Public Schools (Department of Education, 1998) that came into effect in January 2000. By Grade 9, which marks the end of compulsory basic education, the learner should be 15 years old. Recognising that the problem of over-age learners will not be eliminated immediately, the policy states that the onus will be on schools to place learners who are above the normal age for a grade in a 'fast-track facility' to help bring them in line with their peer group. Learners over the age of 16 wanting to attend school will be referred to adult education centres.” (Department of Education: 2000, p.24). Although this policy was only formally promulgated in 2000 at national level, it appears to have been informally accepted as policy in some parts of the system before that. It is not clear to what extent this policy was phased in across provinces in the way that was initially envisioned, but a study by Guluza & Hoadley (1998) found that – at least with respect to restricting access to under-
aged learners—schools were “caught in the middle between policies which require them to exclude [these] learners and pressures within the school and from the community which push them towards accepting these learners”. It therefore seems unlikely that this policy had been uniformly enforced in all schools.

At about the same time, the Department of Education instituted new promotion and repetition policies. According to the OECD review of South African education, in 1998 “an admissions policy was issued that set norms for learners to proceed through school with their age cohort”, “in order to improve the internal efficiency of the education system” (OECD 2009, p.51). These policies specified that any learner could only repeat once during any of the four education phases, i.e. the foundation phase (Grades 1 to 3, although Grade R has now been added to that), intermediate phase (Grades 4 to 6), the senior phase (Grade 7 to 9) or the further education and training phase (Grades 10 to 12) (OECD 2009). The policy is generally less strictly applied in Grades 1 and 2, where issues of under-age entry into schools and school readiness enter decisions on promotion and retention. The policy also in practice excludes Grade 12, as passing Grade 12 depends on success in the matriculation examination. On the other hand, it is not clear that the “weeding” that is observed in the system (holding back weak performing learners in Grade 11 to improve the matric pass rate) may imply some deviation from the formal promotion policies in the further education and training phase.

DoE administrative data show that in the middle of a long-term trend of gradually growing enrolment numbers there occurred a sharp and sudden drop in enrolment between 1998 and 2002 (Kraak, 2008, p. 12), which Perry and Arends (2003: 304) ascribe to “the natural saturation of the system, and education department policy to limit under-age enrolment in Grade 1 and excessive repeating of all grades”. Similarly, the number of matric candidates decreased by fully 20% between 1998 and 2003 (Figure 1) – this trend could not be affected by the policy not to admit under-age learners into Grade 1, and could therefore highlight the exit of over-age learners. Provincial policy documents indicate that by 2003 the directives on over-age children had already been adopted, along with the promotion of the FET system (Western Cape Education Department, 2003). According to documents from that province, schools in the Western Cape were to deny admission to learners who were more than two years older than the appropriate grade-age; similar policies seemed to have applied in other provinces. Given that schooling is compulsory for all learners until the age of 15, the affected individuals would be those who were i) older than 15, ii) more than two years older than the correct grade-age, and iii) wanted to enrol in school after 1998. Due to the higher repetition rates in historically black schools, this policy should by implication have affected black learners (both boys and girls) more directly than white learners.
A factor that may also have contributed to the implementation of the over-age policy, or to the choice of children to leave the school system, was the increased pressure applied by the education authorities on schools to improve their matric pass rates. Many schools responded to this by failing weaker learners in Grade 11 to reduce potentially high matric failures, despite the repetition policy that frowns on much repetition of grades in the school system. In addition, for similar reasons, schools became less accommodating towards children, particularly older ones, who had failed matric and wanted to repeat. One result may have been that many children may earlier have given up hope of achieving matric, thus also encouraging earlier entry into the labour market. The effect of the combination of over-age restrictions and weeding on matric data is evident from Figure 1, with the strong upward trend in the number of candidates due to improved progression through the school system more than cancelled by these phenomena in the late 1990s.

6. Dynamic model of schooling progression

The control function estimator discussed in section 4 provides a way of identifying the causal effect of different schooling years on expected earnings by estimating the schooling-earnings profile. However, we also discussed the more restrictive assumptions that are required for this approach to produce consistent estimates. There are legitimate concerns that simply using a linear first-stage schooling regression that ignores the discrete nature of schooling outcomes and the potentially nonlinear effect of the instrumental variables may violate the identifying assumptions and hence provide a questionable basis for identification.

The preceding section discussed a pair of schooling policies that should have induced differences in schooling decisions of young South Africans from different birth years. This is precisely the kind of exogenous variation in schooling outcomes – spread across different schooling years –
that may help us estimate the schooling-earnings profile consistently. Ideally, we would like to find plausible assumptions about the precise nature in which the schooling policies affected schooling outcomes that would help us choose the functional form of our first-stage estimator. In order to identify the effects of decreasing over-aged enrolment and higher promotion rates, we need to estimate both the enrolment and promotion rate for individuals of different ages, with different levels of completed schooling and across the various survey years. Although individual enrolment decisions and educational attainment are observable in the series of cross-sectional data sets, there exists no nationally representative panel that can tell us whether or not specific individuals successfully progressed to the next level of schooling during the period under consideration. Promotion rates are therefore inherently unobservable in the available data. However, our series of household surveys provides information on the distribution of educational attainment and enrolment rates for a specific generation of individuals at different points in time. Clearly the evolution of educational attainment for a birth cohort of individuals must be affected by promotion rates. We exploit the underlying relationship between grade promotion, enrolment and attainment in order to back out estimates of these promotion rates.

In order to formulate a dynamic equation for schooling promotion, we start by defining a few variables. In period \( t \), \( N_{c,t} \) South Africans were born in birth year (or cohort) \( c \), and \( N_{c,s,t} \) of them had completed exactly \( s \) years of schooling. The share of cohort \( c \) individuals with \( s \) years of schooling that chose to enrol in school during period \( t \) is \( \theta_{c,s,t} \), and proportion \( \lambda_{c,s+1,t} \) of these individuals successfully completed this next schooling year.

In the beginning of year \( t \) there are three types of individuals with \( s \) years of schooling: i) those who had \( s - 1 \) years of completed schooling at the beginning of period \( t - 1 \) and who successfully completed another grade during this year, ii) those who already had \( s \) years of schooling in period \( t - 1 \) but who chose not enrol, and iii) those who had \( s \) years of schooling in the previous year and did enrol but failed to be promoted. These dynamics are reflected in the equation\(^5\) for members of cohort \( c \) as

\[
N_{c,s,t} = \{(1 - \theta_{c,s,t-1}) + (1 - \lambda_{c,s+1,t-1})\theta_{c,s,t-1}\}N_{c,s,t-1} + \lambda_{c,s,t-1}\theta_{c,s-1,t-1}N_{c,s-1,t-1} \quad [6]
\]

The Stats SA household surveys provide us with a sample of individuals’ schooling levels, birth years, enrolment decisions\(^6\) and sampling weights in different surveys, which would allow us to

---

\(^5\) Technically we also need to add restrictions to reflect that grade promotion cannot increase the number of individuals with no schooling or decrease the number with the maximum schooling years.

\(^6\) In order to estimate enrolment and promotion rates for the period prior to 1999 we temporarily define school enrolment as being enrolled in any educational institution but having fewer than 12 years of completed schooling. Note that this definition differs from the more accurate definition used to estimate enrolment in Table 1, but produces a similarly sized decrease in enrolment between 1999 and 2003 of 497,297 (compared to 514,319 for the more accurate definition).
directly estimate $N_{c,s,t}$ and $\theta_{c,s,t}$. Furthermore, equation [6] can be used to express the promotion rate as a deterministic function of the values of $N_{c,s,t}$ and $\theta_{c,s,t}$:

$$
\lambda_{c,s+1,t-1} = \frac{\Delta N_{c,s,t} - \lambda_{c,s,t-1} \theta_{c,s,t-1} N_{c,s,t-1} - 1 (s > 0)}{-\theta_{c,s,t-1} N_{c,s,t-1}} \text{ if } s \leq S_{\text{max}}
$$

[7]

In theory, this equation can be used to estimate promotion rates by replacing the values of $N_{c,s,t}$ and $\theta_{c,s,t}$ by their sample counterparts $\hat{N}_{c,s,t}$ and $\hat{\theta}_{c,s,t}$. In practice, we found that sampling variation and measurement issues substantially distort the estimates of these promotion rates. Sampling error in $\hat{N}_{c,s,t}$ simultaneously increases the numerator and decreases the denominator in equation [7], which is particularly problematic for uncommon combinations of $c, s$ and $t$ where it can even lead to estimates of $\hat{\lambda}_{c,s+1,t-1}$ that lie outside of the unit interval. A more promising approach is to simultaneously look for values of $\hat{\theta}_{c,s,t}$ and $\hat{\lambda}_{c,s,t}$ which imply that cohorts progress through the school system in a way that is internally consistent and that closely resemble what we observe in the data. This can be implemented using a minimum distance estimator.

Our estimator requires moments for which we can compare estimable sample and predicted population values: we choose the educational attainment shares $N_{c,s,t}/N_{c,t}$ and enrolment rates $\theta_{c,s,t}$. Our dataset allows us to obtain consistent estimates of the sample counterparts of these moments as $\hat{N}_{c,s,t}$ and $\hat{\theta}_{c,s,t}$. For notational convenience, we denote the vector of population and sample moments by $M$ and $\hat{M}$ respectively. Suppose the enrolment and promotion rates can be accurately specified as depending on an underlying set of parameters $\beta$ that summarise the changing inclination to enrol in and complete various schooling levels across generations, time and age. Then, by equation [1], we can express the vector of population moments as a function of these parameters, $M(\beta)$. This provides us with an identifying condition that must hold at the true value of this parameter vector, $\beta_0$: $E_{\beta_0}[\hat{M}] = M(\beta_0)$. The basic idea behind our minimum distance estimator is to choose parameters $\hat{\beta}$ to match the sample and population moments. More specifically, the minimum distance estimator can be defined as

$$
\hat{\beta}_{MD} = \arg \min_{\beta} (M(\beta) - \hat{M})' \hat{V}_\beta^{-1} (M(\beta) - \hat{M})
$$

[8]

where $\hat{V}_\beta$ is an estimate of the asymptotic covariance of $\hat{M}$. We can invoke the usual regularity conditions to show that $\hat{\beta}_{MD}$ is a consistent estimator of $\beta_0$ from which we can construct

---

7 For example, by the time those from more recent birth years reach their early twenties there is substantial variation in the proportion of sampled individuals with specific years of primary schooling between successive surveys. Naively applying equation [7] to explain this sampling variation would require large and sometimes nonsensical fluctuations in the promotion rates.

8 We choose to express educational attainment relative to cohort size in order to reduce the effect of sampling variation in $N_{c,s,t}$.
consistent estimates of $\theta_{c,s,t}$ and $\lambda_{c,s,t}$. The most important requirement of the binding functions $\theta_{c,s,t}(\beta)$ and $\lambda_{c,s,t}(\beta)$ is that they should be flexible enough to retain the underlying features of the data. We specify these as:

\[
\begin{align*}
\theta_{c,s,t} &= \Phi(\sum_{j=0}^{6} \beta_{j,s,t}^{\theta} \sqrt{2} \cos(\pi j a) + \beta_{j,s,0}^{\theta}) \quad [9a] \\
\lambda_{c,s,t} &= \Phi(\sum_{j=0}^{1} \beta_{j,s,t}^{\lambda} \sqrt{2} \cos(\pi j a) + \beta_{j,2,s}^{\lambda}) \quad [9b]
\end{align*}
\]

where $\Phi(\cdot)$ is the cumulative density function for a standard normal distribution and $\sqrt{2} \cos(\pi j a)$ is an orthonormal basis function often used in non-parametric series estimation. The time variation in the coefficients on these bases are restricted as

\[
\beta_{j,s,t}^{\theta} = \beta_{j,s,0}^{\theta} + \beta_{j,s,1}^{\theta} \frac{\min(t,2003) - 1997}{6} 1(t > 1997),
\]

and similarly for $\beta_{j,s,t}^{\lambda}$.

Although flexible, this specification implies a number of important restrictions on the enrolment and promotion rates that are worth discussing. Although the parameters are allowed to vary across schooling stages, it is assumed that within schooling stages these rates are smooth functions of age, cohort and time. This property is important as it allows the estimator to use educational attainment and enrolment data for individuals from adjacent ages and surveys in order to provide estimates that are less sensitive to sampling variation and measurement error. The effect of age is represented by adding a series of cosine waves of different frequencies and amplitudes. We choose fewer bases for the promotion rate than for the enrolment rate, since the former was found to be more sensitive to the effects of sampling variation. The $\beta_{j,s,t}$ coefficients are restricted to be constant until 1997 and after 2003, while changing linearly between these years. This change allows the data to reflect the gradual implementation of restrictions on over-aged learners and faster grade promotion. Our specification also includes a linear generational trend, so that long-term changes in enrolment are not opportunistically attributed to schooling policies. These functions are transformed using the normal c.d.f. so as to ensure that all enrolment and promotion rates are restricted to the unit interval.

---

9This type of non-parametric estimator has the benefit of being much quicker to estimate than kernel estimators, since it need not be evaluated separately at each age. This is a crucial advantage when combining a non-parametric specification with numerical optimisation techniques. The cosine function has the advantage of being smoother than a spline function and more stable at high values of $a$ than a polynomial function. Age $a$ is normalised to lie between 0 and 1 for ages from 6 to 30.

10 After experimenting with different specifications that attempt to balance the objective of retaining the most important features in the data against smoothing away the effects of sampling variation, we defined eight schooling stages that are allowed to have different enrolment and promotion rates: grade 1, grades 2 and 3, grades 4 to 6, grades 7 to 9, grade 10, grade 11, matric and tertiary education. We also restrict the promotion rate coefficients to be the same for grade 1 to 3, and the enrolment rate coefficients to be the same for grades 2 to 6, and for grades 7 to 10.

11 In a different specification we allowed the promotion rate to depend on four age-cosine bases instead of the two used in equation [9b], but this produced promotion rates that oscillated counter-intuitively with age while adding little to the explanatory power of the model. In order to avoid over-fitting the data we therefore opted for a more restrictive specification.
Given any value of $\beta$, equations [9a] and [9b] can be used to construct enrolment and promotion rates for the different cohort-schooling year-period combinations. If we assume that at age 5 each cohort only consisted of individuals with no years of completed education, then these enrolment and promotion rates can be used along with equation [6] to produce iterative estimates of the evolving cohort education shares $\frac{N_{ct}}{N_{ct}}$. These predicted population moments are then compared to the corresponding sample moments to calculate the statistic\textsuperscript{12} on the right-hand side of equation [8]. Our sample moments are restricted to individuals between the ages of 6 and 30, for whom there are fifteen potential schooling outcomes and thirteen survey periods. After dropping all cohort-schooling year-period combinations for which no individuals were sampled or for which the standard deviation of the sample mean was not strictly positive, we are left with 3,143 sample moments for educational attainment shares and enrolment rates. Numerical optimisation techniques are then used to minimise the weighted Euclidean distance between $M(\beta) - \hat{M}$. This was implemented using the iFit MATLAB toolbox (Farhi, 2011; Farhi, Debab, & Willendrup, 2013).

Figure 2 compares the predicted age-specific enrolment and promotion rates for different schooling stages obtained from the pre-implementation (1995-1997) and post-implementation (2003-2005) minimum distance coefficient estimates. The graphs compare the rates for a given cohort (those born in 1995), so that the observed differences are not affected by the gradual generational trend towards higher enrolment and faster promotion. We observe that promotion and enrolment rates are high and very high respectively at the correct grade ages (represented by vertical lines in Figure 2), but then decrease for older learners\textsuperscript{13}. Furthermore, the effect of both the overage restrictions and faster grade promotion are clearly evident from these estimates. The enrolment of normal-aged students is very similar before and after the implementation of the policy, whereas a large decrease occurred for individuals who were a few years older than the correct grade age. Faster grade promotion appears to have been achieved by increasing the promotion rate for learners who are at or slightly above the normal grade age, whereas the promotion rates for those who were much older than the normal grade age actually decreased between 1997 and 2003.

\textsuperscript{12} Given that the vector $\beta$ contains 133 parameters, the curse of dimensionality makes it very costly to estimate the asymptotic covariance matrix $\hat{V}_\beta$ using bootstrapping techniques. Instead, we approximate this matrix with a $133 \times 133$ matrix containing the variance of the sample moments on the main diagonal and zeros elsewhere.

\textsuperscript{13} The one exception is the post-implementation promotion rates for the grade 2-3 schooling stage. Its counterintuitive age-pattern reflects the sensitivity of these estimates to sampling variation given the small sample of over-aged learners enrolled in grades 2-3 after the implementation of these policies, and is an example of why a more restrictive parameterisation is chosen for the promotion rate binding function [9b].
Figure 2: Promotion and enrolment rate estimates, by age, schooling phase and period

Source: Own calculations from OHS and LFS data (Statistics South Africa, various years)

Finally, Figure 3 compares the observed distribution of education attainment for black men (aged 15 to 30) to the distribution predicted by our model. We can see that our model does a reasonably good job of capturing the salient features of the whole distribution of schooling outcomes.
Figure 3: Observed and predicted distributions of educational attainment for black men aged 15-30

7. Estimating the schooling-earnings profile

We now proceed to estimate the earnings function while controlling for unobservable attributes that would otherwise confound the identification of the causal effect of schooling. We estimate the parameters of the Becker-Card model discussed in section 3, in order to infer the shape of the schooling-earnings profile for the “average” wage earner. This model assumes that the marginal return to schooling is a linear function of schooling but that the intercepts are allowed to vary across individuals. If this is indeed the case, then the schooling-earnings profile for the average individual in our sample can be constructed with the parameters from earnings equation [5]. Estimating the population average of the heterogeneous linear schooling parameter, $\bar{b}$, as well as the homogeneous schooling squared parameter, $\frac{1}{2} \kappa_1$, is analogous to the estimation of an ATE in a CRC model with exogenous conditioning variables. Section 4 discussed the conditions under which this can be achieved using the control function estimator.

Table 2 below reports the coefficient estimates from an OLS earnings regression with and without the first-stage schooling residual included as additional controls. Column 1 includes no residuals and therefore corresponds to the regular Mincerian OLS estimates. The estimates reveal the expected convex schooling-earnings profile that have been reported by previous studies for South Africa and elsewhere. The OLS return estimates can be seen to imply that schooling returns are negative for the first year of education, and then increase by 2.5% for each additional year of
schooling. However, this estimator heroically assumes that the years of schooling completed is uncorrelated with the returns to schooling.

The specification in column 2 adds the schooling residual itself and interacted with schooling to obtain the CF estimates of the Becker-Card model. The schooling residual is calculated by subtracting the years of completed schooling predicted by the model in section 6 from actual completed schooling. This residual provides an estimate of the schooling error term, defined as variable u in section 3, which is potentially correlated with the heterogeneous returns to schooling, v, as well as to the wage error term, a. Under the assumptions stated in section 4, the correlation between these unobservable components can be controlled for by including the additional regressors in column 2.

On the other hand, the CF specification suggests a profile that is essentially linear and perhaps even marginally concave. The wage benefit of the first schooling year is 26%, but this benefit decreases by 1% for each additional year of schooling. If the identifying assumptions of the CF model are more suitable to our particular schooling-earnings model, then this would suggest that previous South African earnings equation coefficient estimates discussed in section 2 may have over-stated the degree of convexity in the schooling-earnings profile. The schooling-schooling residual interaction term is significantly positive in the earnings regression, contrary to what was found by Söderbom, et al.(2006). This suggests that the schooling error and relative return terms are positively correlated, and that heterogeneity of returns is important in understanding the South African earnings distribution. Apparently, those who invest in higher yielding schooling years also tend to stay in school for longer. Since individuals who leave school early tend to also have accumulated low returns schooling, this makes the returns to primary education appear very low.

On the other hand, those who received high return primary and secondary schooling tend to only enter the labour market after completing many years of schooling, which artificially inflates the apparent return to advanced schooling years. This explains why OLS regression consistently find that the schooling-earnings profile is convex, whereas the CF estimates suggests that the average returns are not significantly non-linear. The schooling residual is significantly negative, which implies that the labour market productivity term is negatively correlated with the schooling error term.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>CF</td>
</tr>
<tr>
<td>Years of schooling</td>
<td>-0.0641***</td>
<td>0.257***</td>
</tr>
<tr>
<td></td>
<td>(0.00736)</td>
<td>(0.0579)</td>
</tr>
<tr>
<td>Years of schooling^2</td>
<td>0.0126***</td>
<td>-0.00516</td>
</tr>
<tr>
<td></td>
<td>(0.000416)</td>
<td>(0.00335)</td>
</tr>
<tr>
<td>Years of potential experience</td>
<td>0.0194***</td>
<td>0.0226***</td>
</tr>
<tr>
<td></td>
<td>(0.00536)</td>
<td>(0.00606)</td>
</tr>
<tr>
<td>Years of potential experience^2</td>
<td>-0.000294</td>
<td>-0.000515**</td>
</tr>
</tbody>
</table>
The more heroic assumptions required to estimate a quadratic earnings profile using the control function approach can also be exploited to estimate an even more flexible specification. In Figure 4 we plot the predicted earnings profiles estimated from OLS and CF wage regressions with an exhaustive set of schooling year dummy variables. This figure again demonstrates that the marginal returns to investing in schooling for black South African men are high on average: 15% estimates according to the OLS and 19% according to the CF estimates. These results also suggest that the endogeneity of schooling does not downwardly bias the OLS estimates of the marginal return to the average schooling year. Secondly, after controlling for schooling endogeneity and heterogeneity in the slope of the marginal returns, the earnings profile becomes very close to linear, except for a mild decrease of returns at higher schooling years and an additional 60% premium for completing any tertiary schooling years.

**Figure 4: Estimated schooling-earnings profile (black males, aged 15-30, 1995-2005)**
The predicted CF profile in Figure 4 represents the predicted wages evaluated at the expected value of the schooling residual (which is zero). Since the CF estimates suggest that heterogeneity in these profiles is an important explanation for the seemingly convex relationship between schooling and earnings, we now also construct these profiles for individuals with non-zero schooling residual values. Specifically, we use the distribution of schooling residuals to estimate the standard deviation of the schooling error term, and then calculate the expected profile faced by someone with a schooling error term two standard deviations below the mean, and for someone with two standard deviations above the mean. Since the schooling residual can be directly interpreted in terms of schooling years, we can also identify the expected years of schooling completed for individuals who faced each of these profiles. Figure 5 compares these three different earnings profiles.

We also add a line that connects the combinations of expected wages and expected schooling years for individuals with schooling errors that are one or two standard deviations above and below the mean. This line demonstrates the origins of the convex relationship between schooling and earnings, despite an earnings profile that is essentially linear. Individuals who face a steeper schooling-earnings profile – due to attending higher quality schools, coming from wealthier households or possessing more innate ability or motivation – will find it worthwhile to complete more years of schooling, whereas those who experience lower schooling returns can be expected to drop out of schooling earlier. The fact that those who complete fewer years of schooling also had low schooling returns makes it seem as if all primary education years are relatively low returns. By the time the high-returns individuals enter the labour market after accumulating many years of high-yielding schooling, they are observed to have many years of schooling and to earn very high wages. This creates the impression that more advanced schooling years are much more beneficial than primary schooling, and leads to researchers and policy makers to believe that greater access to advanced education years is all that is required to improve the prospects of labour market entrants. However, persuading learners that face low schooling returns to stay in school for longer will only push them further along the flat schooling profile, and hence produce disappointing labour market effects. A more appropriate response to the situation depicted in Figure 5 is to simultaneously improve access to schooling and to address the causes of heterogeneity in schooling returns, such as the low quality of education in some schools or the high levels of household income inequality.
8. Conclusions

This paper used two shifts in school policy to estimate the causal effect of schooling on the earnings of black South African men. Our model of earnings allows for endogenous schooling, individual heterogeneity in the returns to schooling and non-linearities in the schooling-earnings profile. This model is more general than has been estimated for South Africa (and any other country, to our knowledge) before. The results of our control function estimates suggest that the South African schooling earnings profile is actually very close to linear and perhaps even concave. We also find evidence of substantial heterogeneity in the slope of this curve, which is consistent with other studies that have found very high levels of inequalities in household background characteristics and school quality. The results suggest that individuals with low returns end up with fewer schooling years, while high return individuals choose more years of schooling. This interaction produces what seems like a convex schooling-earnings profile when using estimators that do not allow for heterogeneous returns or endogenous schooling outcomes.
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