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Abstract

We analyse the long-term trends in wages in South Africa, using the data from the October Household Surveys, Labour Force Surveys and Quarterly Labour Force Surveys. We show that outliers and missing data need to be taken into consideration when working with these data. Our results show that overall mean real earnings among employees has risen over this period. Median real earnings, by contrast, have lagged. We show that the top end of the earnings distribution has moved away from the median, while there seems to have been a relative compression of the distribution right at the bottom.
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Inequality is again on the centre-stage in the international debate, with the run-away success of Piketty’s book “Capital in the Twenty-First Century” (Piketty 2014). In many countries in the world inequality has widened over the last few decades, with gains disproportionately concentrated at the top end of the income distribution. This may be due to the weakening of redistributive policies in many OECD countries: tax rates on top earners and on corporations have come down, while union power has significantly weakened across the board.

South Africa is in some respects an anomaly: the government that came into power in 1994 was explicitly committed to redistribution and was in alliance with the trade union movement. Unlike in many other countries, union influence was actually extended through the labour relations system during this period. Nonetheless, as we will show later, inequality in labour earnings still widened during this period.

The South African case is therefore of considerable interest more generally. Indeed Piketty opens his analysis (2014, p. 39) with the Marikana massacre. That conflict was sparked by the suspicion that the bosses were benefitting more from growth than the workers, i.e. the impression of widening inequality is itself becoming a cause of labour instability.

Understanding wage trends in South Africa post-1994 is therefore important: it is interesting to South Africans in its own right, because the question of the distribution of the benefits of growth is central to the political debate; and it might illuminate the processes underpinning the growth of inequality more generally.

Analysing the trends should be fairly straightforward, given that South Africa has been collecting survey data on earnings since at least 1994. Nevertheless as noted in Wittenberg and Pirouz (2013) the series is bedevilled by breaks in the measurement process. So one of the
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more significant general lessons to emerge from South Africa is the importance of careful measurement for the analysis of inequality.

In this paper we will present our best bet at what the long-run trends are, dealing with as many of the measurement issues as possible. In the process we will argue that confronting them is not a minor component of the research: it is absolutely central if one wishes to get the trends right.

The plan of the discussion is as follows: in the next section we review the literature. We then talk about the data underpinning our study and focus on three key measurement issues: changes in the instrument, outliers and missing data (including bracket responses). We show why these issues matter. In Section 3 we discuss the methods for analysing the data. In particular we discuss the algorithms for detecting outliers and multiple imputations. In Section 4 we show the impact of different types of data quality adjustments, while in section 5 we discuss wage trends and the evolution of wage inequality. We argue that there is compelling evidence that the top end of the earnings distribution has shifted away from the median, while inequality at the bottom end of the distribution has become reduced.

1. Literature review

The earnings information in South African household surveys has been used to many ends: to estimate discrimination (e.g. Rospabé 2002), investigate the union wage premium (e.g. Schultz and Mwabu 1998, Butcher and Rouse 2001), or to estimate returns to education (e.g. Keswell and Poswell 2004). Less has been written about the trends in earnings themselves. There is a literature looking at the long-run trends using the macroeconomic series based on firm surveys (e.g. Mazumdar and van Seventer 2002, Klein 2012), but that data series is subject to its own problems (see Wittenberg 2014).

Several papers have used survey evidence to discuss wage trends from 1994 to the early 2000s (see for example Casale 2004, Burger and Yu 2007). One of the issues which was debated was whether or not there had been a precipitous decline in real earnings over this period. Much of this was concentrated in the informal sector. Casale suggested that better enumeration of low wage work might explain some of the decline, but argued that "the fall in informal self-employment earnings between 1995 and 2001 is unlikely to be the result of improved data collection alone, as more and more people crowding into already low income-generating informal activities would be expected to depress average earnings even further." (Casale 2004, p.264).

Burger and Yu (2007), by contrast, suggest that the large drop in informal sector earnings is concentrated between October 1999 and February 2000, due to changes in the capturing of informal employment attendant on the introduction of the Labour Force Survey. They conclude that while there may have been a decline in earnings between 1995 and 1998 for for-
mal sector workers, the overall trend in earnings is likely to have been upward. They also highlight that extreme values (“millionaires”) contaminate the trends observable overall.

Neither of these papers discuss how they deal with respondents who provided responses only in brackets. Nevertheless this issue is likely to be of some importance, since Burger and Yu attribute some excess “millionaires” in the October Household Surveys to this type of reporting:

“This is due mainly to changes in the earnings intervals that individuals were allowed to specify without revealing their exact incomes, which permitted all workers in 1995 and the self-employed in 1996 to 1998 to answer in higher income brackets than were available to respondents in the subsequent years.” (Burger and Yu 2007, p.6).

The issue of bracket responses is discussed explicitly by Posel and Casale (2006), who note that people who prefer to give only ranges for their income look different on many dimensions from people who give actual amounts. They go on to consider various ways of converting the bracket information to actual earnings. They suggest that mid-point imputations (likely to have been used by Casale 2004 and Burger and Yu, 2007) perform reasonably. We’ll discuss the question of imputations in more detail below. Von Fintel (2007) considers what happens when these sorts of imputations appear on the right hand side of regression analyses. He concludes also that mid-point estimates do not produce dramatically misleading results.

This line of research has not continued, mainly because the earnings question was removed from the Quarterly Labour Force Surveys (QLFS) that replaced the Labour Force Survey in 2008. The reason for taking out the question was, inter alia, criticism from an IMF delegation that assessed labour market statistics. Their objection (cited in Statistics South Africa’s official response) was that

Data on earnings are collected each survey but considered to be poor quality, especially for the self-employed. Question has relatively high refusal/non-completion rates. Data are not published; hence the importance of the data is not appreciated by the survey officers. (Statistics South Africa 2008, Section 2.3.5, pp.7-8).

The earnings question did reappear in late 2009, but the microdata was not released with the public release of the QLFS. The earnings information from 2010 and 2011 has become available, although it was released separately (and considerably later) as the “Labour Market Dynamics in South Africa” study.

This work (see also Wittenberg 2014) therefore presents the first discussion of the longer-run trends. It is also the first contribution which deals with the bracket responses and missing data across the entire time run using a multiple imputation framework (Vermaak 2012 does so for the LFSs only). As we argue below, this approach is likely to be the best overall, because it allows us to create confidence intervals correctly.
2. The data and measurement issues

The original data for this study come from the October Household Surveys (OHSs), Labour Force Surveys (LFSs), and Quarterly Labour Force Surveys (QLFSs). The earnings information for the latter was retrieved from the “Labour Market Dynamics in South Africa” releases for 2010 and 2011. In order to facilitate comparative work over this period, we used the PALMS version of these datasets (Kerr, Lam and Wittenberg 2013), which harmonises variable definitions over time.

One additional issue that requires some attention is that changes in the assumptions of the demographic models that are released with the datasets can produce shifts in estimates that are unrelated to “real” shifts (Branson and Wittenberg 2014). Consequently we use the cross entropy weights (ceweights2) released with PALMS.

2.1. Changes in the instrument

The instrument, broadly conceived, encompasses the questionnaire as well as fieldwork implementation. Wittenberg and Pirouz (2013) discuss how the earnings questions evolved over the period 1994 to 2012. Daniels (2013) looks at the period 1997 to 2003 in more detail. Some of the big changes in the questionnaire are:

- The shift from capturing net income in 1994 to gross income thereafter;
- The shift from two earnings questions in the OHSs (for wage work and self-employed income) to only one question in the LFS and then back to two separate questions in the QLFS, but with a prior question which prevents individuals from reporting both types of income;
- The brackets used in the early OHSs (1994 and 1995) versus those used thereafter.

Arguably, however, the biggest measurement change in the period is produced by the huge increase in coverage of marginal workers (in particular in the informal sector) between the last OHS (October 1999) and the first LFS (February 2000). Much of this is among self-employed agricultural workers, but there are detectable shifts in most sectors. Wittenberg (2014) shows that many of the additionally enumerated workers record low hours and low earnings. As a result the earnings distribution for the self-employed shifts dramatically between these periods. Thus far it has proved difficult to deal sensibly with this discontinuity in the series. For this paper we will therefore restrict our analysis to the wage data of employees. This will present a reasonable picture of the evolution in the formal sector. Given that the informal sector is small by international standards (see Kingdon and Knight 2001) this is not a major distortion of trends in South Africa. Indeed for much of the political debate, wage trends among employees are the salient issue in any case.

One further problem with the change between the OHSs and the LFSs is that the OHSs seem to have undersampled small households (Kerr and Wittenberg 2013). It is unclear at this stage what impact that might have had on the wage distribution in the earlier period.
One last issue that needs to be mentioned is that there are also shifts in the post-fieldwork processing of the survey data over this period. The 1994 data is heavily imputed. We deal with this by reverse-engineering the imputations and separating the respondents giving point values originally from those who supplied bracket responses (see Wittenberg 2008a). The earnings information from the QLFS is also supplied with imputations. In this case, however, we cannot separate out genuine point values from point values created by the imputation process.

2.2. Extreme values

Burger and Yu (2007) already drew attention to the undue influence that “millionaires” play in some of the surveys. Table 1 shows the situation for employees. We show both the raw counts of sample “millionaires” (in real 2000 Rands) as well as an estimate of how many people these sampled cases represent in the population. It is evident that there are considerably more millionaires in 1999 and September 2000 than in any of the other surveys. 1998 and the second and third quarters of 2010 also look to be on the high side.

Table 1 Number of millionaires among employees (in constant year 2000 Rands) per survey

<table>
<thead>
<tr>
<th>Survey</th>
<th>unweighted n</th>
<th>unweighted prop</th>
<th>weighted n</th>
<th>weighted prop</th>
<th>Survey</th>
<th>unweighted n</th>
<th>unweighted prop</th>
<th>weighted n</th>
<th>weighted prop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>05:1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1995</td>
<td>2</td>
<td>0.000097</td>
<td>1 865</td>
<td>0.000211</td>
<td>05:2</td>
<td>4</td>
<td>0.000262</td>
<td>3 052</td>
<td>0.00031</td>
</tr>
<tr>
<td>1997</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>06:1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1998</td>
<td>10</td>
<td>0.001089</td>
<td>8 990</td>
<td>0.001048</td>
<td>06:2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1999</td>
<td>43</td>
<td>0.003576</td>
<td>27 570</td>
<td>0.003235</td>
<td>07:1</td>
<td>2</td>
<td>0.000117</td>
<td>824</td>
<td>0.000079</td>
</tr>
<tr>
<td>00:1</td>
<td>1</td>
<td>0.000174</td>
<td>614</td>
<td>0.000071</td>
<td>07:2</td>
<td>2</td>
<td>0.000125</td>
<td>2 794</td>
<td>0.000259</td>
</tr>
<tr>
<td>00:2</td>
<td>20</td>
<td>0.001049</td>
<td>14 357</td>
<td>0.001526</td>
<td>10:1</td>
<td>6</td>
<td>0.000334</td>
<td>3 678</td>
<td>0.000318</td>
</tr>
<tr>
<td>01:1</td>
<td>1</td>
<td>0.000059</td>
<td>86</td>
<td>9.70E-06</td>
<td>10:2</td>
<td>10</td>
<td>0.00056</td>
<td>6 277</td>
<td>0.000548</td>
</tr>
<tr>
<td>01:2</td>
<td>4</td>
<td>0.000247</td>
<td>2 466</td>
<td>0.000276</td>
<td>10:3</td>
<td>11</td>
<td>0.000644</td>
<td>7 511</td>
<td>0.000664</td>
</tr>
<tr>
<td>02:1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10:4</td>
<td>6</td>
<td>0.000358</td>
<td>3 611</td>
<td>0.000315</td>
</tr>
<tr>
<td>02:2</td>
<td>1</td>
<td>0.000068</td>
<td>2 441</td>
<td>0.000276</td>
<td>11:1</td>
<td>1</td>
<td>0.000061</td>
<td>1 041</td>
<td>0.000091</td>
</tr>
<tr>
<td>03:1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11:2</td>
<td>4</td>
<td>0.000243</td>
<td>3 737</td>
<td>0.000327</td>
</tr>
<tr>
<td>03:2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11:3</td>
<td>3</td>
<td>0.000173</td>
<td>1 937</td>
<td>0.000166</td>
</tr>
<tr>
<td>04:1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11:4</td>
<td>6</td>
<td>0.000335</td>
<td>2 647</td>
<td>0.000224</td>
</tr>
<tr>
<td>04:2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The central point, however, is that these cases (although they are few in number) have sufficiently high incomes that they have a marked influence on the overall mean (as we will show below). A plausible explanation for the year-on-year shifts in sampled “millionaires” is that
they reflect differences in post-fieldwork data cleaning protocols\(^2\). It is obviously not desirable for a handful of cases to swing the entire trend.

### 2.3. Bracket responses and missing values

Posel and Casale (2006) made the case that the people who respond in brackets are materially different from those that give point values. Indeed the fraction of respondents who use the bracket option increases almost monotonically with income, as shown in Table 2 (for the Labour Force Surveys). The exception (at least in the initial LFSs) is the open category, which is anomalous due to the small numbers in it. This response pattern implies that using only the point values would seriously underestimate mean wages and inequality.

Table 2 Proportions of respondents in each bracket giving point values, by LFS

<table>
<thead>
<tr>
<th>Salary category</th>
<th>00:1</th>
<th>00:2</th>
<th>01:1</th>
<th>01:2</th>
<th>02:1</th>
<th>02:2</th>
<th>03:1</th>
<th>03:2</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>R 1 - R 200</td>
<td>0.890</td>
<td>0.939</td>
<td>0.867</td>
<td>0.892</td>
<td>0.880</td>
<td>0.862</td>
<td>0.890</td>
<td>0.846</td>
</tr>
<tr>
<td>R 201 - R 500</td>
<td>0.877</td>
<td>0.922</td>
<td>0.889</td>
<td>0.855</td>
<td>0.864</td>
<td>0.872</td>
<td>0.873</td>
<td>0.857</td>
</tr>
<tr>
<td>R 501 - R 1 000</td>
<td>0.808</td>
<td>0.913</td>
<td>0.838</td>
<td>0.845</td>
<td>0.835</td>
<td>0.821</td>
<td>0.829</td>
<td>0.815</td>
</tr>
<tr>
<td>R 1 001 - R 1 500</td>
<td>0.703</td>
<td>0.845</td>
<td>0.765</td>
<td>0.733</td>
<td>0.717</td>
<td>0.710</td>
<td>0.737</td>
<td>0.680</td>
</tr>
<tr>
<td>R 1 501 - R 2 500</td>
<td>0.625</td>
<td>0.849</td>
<td>0.741</td>
<td>0.750</td>
<td>0.704</td>
<td>0.695</td>
<td>0.712</td>
<td>0.697</td>
</tr>
<tr>
<td>R 2 501 - R 3 500</td>
<td>0.526</td>
<td>0.849</td>
<td>0.662</td>
<td>0.655</td>
<td>0.594</td>
<td>0.600</td>
<td>0.609</td>
<td>0.577</td>
</tr>
<tr>
<td>R 3 501 - R 4 500</td>
<td>0.499</td>
<td>0.773</td>
<td>0.562</td>
<td>0.607</td>
<td>0.507</td>
<td>0.493</td>
<td>0.482</td>
<td>0.474</td>
</tr>
<tr>
<td>R 4 501 - R 6 000</td>
<td>0.513</td>
<td>0.777</td>
<td>0.580</td>
<td>0.611</td>
<td>0.518</td>
<td>0.523</td>
<td>0.492</td>
<td>0.455</td>
</tr>
<tr>
<td>R 6 001 - R 8 000</td>
<td>0.463</td>
<td>0.762</td>
<td>0.500</td>
<td>0.562</td>
<td>0.501</td>
<td>0.449</td>
<td>0.444</td>
<td>0.429</td>
</tr>
<tr>
<td>R 8 001 - R 11 000</td>
<td>0.473</td>
<td>0.661</td>
<td>0.464</td>
<td>0.448</td>
<td>0.398</td>
<td>0.383</td>
<td>0.372</td>
<td>0.336</td>
</tr>
<tr>
<td>R 11 001 - R 16 000</td>
<td>0.452</td>
<td>0.646</td>
<td>0.458</td>
<td>0.436</td>
<td>0.383</td>
<td>0.324</td>
<td>0.341</td>
<td>0.279</td>
</tr>
<tr>
<td>R 16 001 - R 30 000</td>
<td>0.336</td>
<td>0.668</td>
<td>0.398</td>
<td>0.338</td>
<td>0.401</td>
<td>0.272</td>
<td>0.303</td>
<td>0.297</td>
</tr>
<tr>
<td>R 30 000 or more</td>
<td>0.704</td>
<td>0.918</td>
<td>0.712</td>
<td>0.649</td>
<td>0.519</td>
<td>0.535</td>
<td>0.610</td>
<td>0.465</td>
</tr>
</tbody>
</table>

\(^2\) Since this table is based only on employees, the numbers cannot have anything to do with the brackets available for the self-employed, as conjectured by Burger and Yu (2007).
We obviously have no direct information on the earnings of individuals who give neither bracket nor point value. Posel and Casale (2006) suggest that their characteristics suggest that they are more likely to be higher income earners. Our results support that argument.

2.4. The case of zero earnings

Vermaak (2012) has argued that how one deals with individuals recording zero income can markedly affect one’s analysis, particularly if one is investigating the “working poor”. There are several mechanisms that might lead to a zero being recorded:

- The worker earns a positive income, but is lying or wants to signal that it is a pittance.
- The individual is self-employed and is not valuing consumption from own production or from inventories (in the case of traders). Zero surplus at the end of the period is equated with zero income.
- The individual works in a family enterprise and is not factoring in that they are receiving income in kind.
- The individual is self-employed and in fact made a loss, but can’t report this.
- The individual is working as a volunteer (e.g. to gain experience).
- The individual is working on some deferred compensation scheme. Own-account agriculture which may yield income only at harvest time may be an example of this also.

The majority of these cases are species of measurement error. They are also cases where it is somewhat doubtful whether the “data generating process” is directly comparable to those of individuals reporting positive earnings. Wittenberg and Pirouz (2013) suggest that zero earners are a big issue only in the LFSs (which are the surveys that Vermaak analysed), and then only among the self-employed, in particular subsistence agriculture workers. Since we are excluding the self-employed from this analysis we have chosen not to attempt to correct for the zero earners.

3. Methods for dealing with the measurement issues

3.1. Identifying extreme values

Burger and Yu (2007) flagged “millionaires” as extreme and showed that their removal affected the trend in mean incomes. While this procedure is simple and makes their point effectively, it is somewhat arbitrary and it risks removing some genuine high values along with the dubious ones. We used three procedures in order to flag suspicious observations: a) the BACON algorithm for outlier detection; b) extreme studentised regression residuals and c) robust regression.

3.1.1. Outlier detection

There are a number of outlier detection algorithms available (see Billor, Hadi and Velleman 2000 for a review). The BACON algorithm (Billor et al. 2000) has been implemented as a Stata routine (Weber 2010) and was used as the first approach.
The basic problem of every outlier detection algorithm is that the presence of the outliers can contaminate any statistics calculated to detect those outliers. The BACON algorithm begins with a small subset of observations assumed safe from contamination and then incrementally adds (in blocks) observations that are “close” to the existing safe set. The distance measure used to assess “closeness” is the Mahalanobis distance

$$\sqrt{(x_i - \bar{x})^T S^{-1} (x_i - \bar{x})}$$

where $\bar{x}$ and $S$ are the mean and covariance matrix calculated on the “safe” set and $x_i$ is the vector under consideration.

One of the drawbacks of this procedure is that it works better on continuous data. Most of the covariates available to us, however, are discrete and this blunts the ability of the procedure to find anomalous data. It should be noted that these distance measures work better also with symmetrically distributed data, so the earnings data was logged before applying the routine. The BACON algorithm found only five clearly anomalous observations when using education categories as covariates. The flagged outliers were, indeed, all anomalous.

### 3.1.2. Studentised regression residuals

The BACON algorithm does not distinguish between a “dependent” and “independent” variables – all variables are treated symmetrically. Economists, however, tend to think of earnings as the outcome in which education and, perhaps, occupation, are the explanatory variables.

Another way of looking for extreme values is therefore to estimate a Mincerian style regression and to look for large residuals. We ran this regression pooling over all surveys, but using survey specific intercepts, and as additional explanatory variables gender, race (both interacted with survey), a quadratic in age, education categories and occupation categories.

One issue that has to be addressed when trying to identify “extreme” residuals, is that points of high leverage will tend to be associated with smaller residuals. The “Studentised residual” corrects for that. It is defined as

$$r_i = \frac{\hat{e}_i}{\sqrt{\hat{s}_{(i)}^2 (1 - h_i)}}$$

where $\hat{e}_i$ is the unstandardized residual, $\hat{s}_{(i)}^2$ is an estimate of the residual variance with the $i$-th observation removed and $h_i$ is the leverage.

“Studentized residuals can be interpreted as the t statistic for testing the significance of a dummy variable equal to 1 in the observation in question and 0 elsewhere (Belsley, Kuh, and Welsch 1980). Such a dummy variable would effectively absorb the observation and so remove its influence in determining the other coefficients in the model.” (StataCorp 2013a, p.1877).
Studentised residuals with absolute values greater than five were flagged as extreme. The probability of being flagged if the regression errors are normally distributed is $5.735 \times 10^{-7}$. On a sample of around 500,000, one would expect on average to see 0.3 observations this extreme. In practice the procedure flagged 476 observations, including a number deemed to be implausibly low.\(^3\)

### 3.1.3. Robust regression

One problem with using the “Studentised residual” approach is that the presence of a group of outliers will again contaminate the data, making it harder to identify the bad observations. Robust regression attempts to deal with this issue recursively (similar to the BACON approach): progressively downweighting observations that appear to be problematic until the regression results and the weights are in agreement. Running this procedure led to over 1000 observations being weighted right down to zero. Observations with zero weights are identified as not belonging in the regression, i.e. they are outliers. Every one of the “extreme” values identified through the studentised residuals was also identified as problematic by the robust regression.

To err on the side of caution we used the second of our three approaches, i.e. we flagged only the subset of observations with extreme studentised residuals and not all of the others identified by the robust regression.

### 3.2. Dealing with brackets and missing values

There are two broad approaches to dealing with missing values: one can reweight the observed values to account for the missing ones, or one can impute for the missing data. There are several ways of doing the latter, as we’ll discuss below.

#### 3.2.1. Reweighting

Reweighting approaches are typically used to deal with unit non-response, but the same logic can be used for item non-response. Wittenberg (2008b) discusses how to apply this approach in the context of bracket response and income data. Individuals giving point values within a particular bracket are weighted up by the inverse of the probability of giving a point value response. Consider, for instance, the first column of Table 2 (for the LFS 2000:1). We see that individuals within the bracket R 1-200 gave actual Rand responses 89% of the time. These individuals would therefore get revised weights of $w_i/0.89$ while individuals within the bracket R 16 001-R 30 000 will get weights of $w_i/0.336$, i.e. they will be weighted up relative to individuals in the lowest bracket. Underpinning this approach is the idea that once we control for the bracket, the information is “missing at random”. This approach is, in fact, also adopted by the imputation approaches considered below\(^4\). If this assumption is unwar-

\(^3\) It should be noted that observations with missing information on the covariates would not get flagged as outliers.

\(^4\) Posel and Casale (2006) argue that this assumption is dubious and that the estimation of a Heckman selection model gets around this. Unfortunately if income is really a determinant of who responds within a bracket, then
ranted, then some form of the EM algorithm discussed by Wittenberg (2008b) would become necessary.

3.2.2. Deterministic imputation: means, midpoints and conditional means

All of the imputation procedures discussed by Posel and Casale (2006) fall into this category. One of the simpler methods is to assign the category means to individuals giving bracket responses. The global mean with this procedure is, in fact, identical to the one calculated by the reweighting method. Other distributional statistics, however, will be different. Indeed one of the major drawbacks of both mean imputation and midpoint imputation is that it produces artificial spikes in the data at the imputation values, which would affect, for example, the percentiles.

Another issue that midpoint imputation confronts is what to do about the “open” category. The typical procedure is to take some multiple of the lower bracket boundary. Both von Fintel (2007, p.297) and Yu (2011, p.14) suggest that the factor that should be used is 1.1, which is implausibly conservative. Simkins (personal communication) by contrast suggests that the value of the lower bracket boundary should be doubled, because the distribution in the upper tail is approximately Pareto with a coefficient of around two.

One way of avoiding excessive spiking is to use the predicted values from a Mincerian wage regression. Posel and Casale (2006) discuss various ways of specifying these, ranging from OLS estimated on the point values, to the estimation of a Heckman selection model, to running separate OLS regressions within categories. One of the difficulties that some of these procedures encounter is that they can lead to predictions outside the range of the bracket itself. This is obviously problematic.

There is a second problem. Assume that the predictions do, in fact, return the “true” conditional mean \( \mu(y|x) \). The actual value will be the mean plus an idiosyncratic error, i.e. \( y = \mu(y|x) + \varepsilon \). Even if the conditional means are not all located at the same point, the variance of these imputed values will be lower than the true variance, since the error term is omitted. The imputed values will still distort some of the higher order moments. This will affect, in particular, inequality measures calculated on the data.

3.2.3. Stochastic imputation: parametric and nonparametric

One way of incorporating the missing “noise” in the process of imputation is to explicitly add it to the imputation. There are broadly two ways in which this can be done: the error can be drawn from some distribution specified \textit{a priori} (e.g. a normal, log-normal or uniform distri-
bution) or it can be drawn from some empirical distribution (e.g. the actual point values within a bracket, or regression residuals observed within the dataset).

If the actual point values are used, the procedure is referred to as a “hot deck”. This is one of the most popular ways in which imputation is performed by national statistics offices. Andridge and Little (2010) discuss some of the different ways in which this can be implemented. Typically the missing information is copied from an observation that looks similar on some relevant co-variates (e.g. gender, age, race or location). One of the key questions, however, is how to measure this similarity. If only one or two variables are used (e.g. gender and race), one risks copying information from individuals that are otherwise quite dissimilar (e.g. on education or union status). The more variables are used, however, the smaller the “donor pool” and this can lead to the same value being copied to many other observations.

One attractive option is not to match directly on the characteristics, but “predictive mean matching”. This involves regressing the outcome (in this case earnings) on the available co-variates (in this case dummies for earnings brackets, gender, education, and whether it was an employee or somebody self-employed). Observations are then matched on closeness on the predicted outcomes. Notice that this will be defined even for individuals with missing earnings (provided the explanatory variables are not missing also). Unlike with the imputations of the predicted values discussed in the previous section, it is not the predicted value that is imputed but the actual value from an observation with similar predicted outcomes5.

The advantage of drawing from an empirical distribution is that no new data is created. However this approach can obviously only be used where there is an empirical distribution from which data can be drawn. In the case of the 1996 October Household Survey information was only collected in brackets, so there is no empirical distribution of point values. In order to get around this issue, we drew from the 1997 OHS empirical distribution, deflated by the CPI, to account for price changes between the surveys6.

3.2.4. Multiple imputations

One of the big problems with all of the imputation processes discussed so far is that the resulting value does not signal any of the uncertainties implicit in the process of producing the imputation. The imputed value is not a real measurement, although the estimation techniques will treat it as such; it is the true value plus some measurement error, but the error has been rendered invisible.

5 It is actually preferable to take the draw not from the predicted mean outcomes, but from somewhere in the “posterior distribution”. For a fuller discussion see StataCorp 2013b.
6 Observe that this does not force the 1996 distribution to be the same as the 1997 one: to the extent to which there are fewer observations in higher income brackets, there will be fewer draws in those data regions than there would be for the 1997 missing values. It does assume that within brackets the shape of the distribution is not altered by inflation.
The theoretical solution in the case of stochastic imputation is to do the imputation multiple times and perform any statistical analyses (e.g. calculation of summary statistics) on all of the resulting datasets (Rubin 1987, StataCorp 2013b). In essence each realisation of the stochastic process used in the imputation produces a different view of what the “true” data might have been. By taking into consideration the differences in estimates _between_ analyses run on different versions of the data, as well as by using the standard tools to estimate the variance of the estimators _within_ any of the complete versions of the data, one can obtain appropriate point estimates and standard errors. To state this more precisely, assume that \( \hat{\beta}_j \) is the estimate from the \( j \)-th complete dataset and that \( \hat{U}_j \) is the corresponding estimator of the covariance-matrix of \( \hat{\beta}_j \), then Rubin’s multiple imputation estimate of \( \beta \) will be given by

\[
\hat{\beta}_{MI} = \sum_{j=1}^{M} \hat{\beta}_j,
\]

where \( M \) is the number of multiple imputations (in our case 10). The estimate of the covariance matrix of \( \hat{\beta}_{MI} \) will be given by

\[
\hat{V}_{MI} = \hat{U} + \left(1 + \frac{1}{M}\right)B
\]

where

\[
\hat{U} = \sum_{j=1}^{M} \hat{U}_j
\]

is the average of the “within” dataset estimates of the covariance and

\[
B = \sum_{j=1}^{M} \frac{1}{\frac{1}{M}-1}(\hat{\beta}_j - \hat{\beta}_{MI})(\hat{\beta}_j - \hat{\beta}_{MI})'
\]

is an estimate of the “between” dataset covariance (StataCorp 2013b, pp.64-65).

### 3.2.5. Imputing for observations where income is completely missing

In cases where we had neither bracket nor point value information (and this included the outliers flagged in the prior step) we first multiply imputed the brackets using an ordered logit model with province, gender, education, race, a quadratic in age and occupation as explanatory variables. The imputed brackets were then (along with gender and education) used to multiply impute Rand amounts, using predictive mean matching.

### 3.3. Estimating the standard errors

We use multiple imputation in order to get reasonable estimates of the standard errors of our coefficients. Nevertheless as Rubin’s formula (in section 3.2.4) shows, we need an initial estimate of the covariance matrix to begin the process. We use the “linearised” variance estimator for our estimates of the mean, but there is no simple equivalent appropriate for the weighted percentiles and their ratios that we also report below. We estimate those
standard errors by means of a clustered bootstrap. That is not entirely satisfactory, because bootstrap methods are not guaranteed to work with data extracted by disproportional sampling. The confidence intervals reported for those estimates should therefore be interpreted as indicative rather than definitive.

4. Results: the impacts of the different data adjustments

The results of different approaches to correcting for outliers, brackets and missing values is shown in Table 3. We have only provided information up to 2002 in order to make the methodological points. The substantive discussion with our preferred estimation method will be deferred to the next section.

Table 3 Estimates of mean wage according different data quality adjustments

<table>
<thead>
<tr>
<th>Year</th>
<th>Point values only removed outliers</th>
<th>Reweighted outliers removed</th>
<th>Imputations (no outliers) mean</th>
<th>midpt</th>
<th>hotdeck multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>1725.6 (63.08)</td>
<td>2123.0 (76.77)</td>
<td>2121.7 (61.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1726.2 (63.13)</td>
<td>2123.7 (76.81)</td>
<td>2123.9 (53.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>2620.0 (54.73)</td>
<td>2793.6 (59.33)</td>
<td>2556.6 (85.82)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2620.3 (54.74)</td>
<td>2793.9 (59.34)</td>
<td>2815.6 (54.32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>2049.2 (42.5)</td>
<td>2660.0 (95.37)</td>
<td>2121.7 (57.47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2050.1 (42.51)</td>
<td>2660.9 (95.39)</td>
<td>2121.7 (57.47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1997</td>
<td>2174.5 (90)</td>
<td>2826.8 (111.01)</td>
<td>2121.7 (68.33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2044.8</td>
<td>2667.8 (96.57)</td>
<td>2121.7 (68.33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>3150.7 (327.01)</td>
<td>3614.0 (77.62)</td>
<td>2121.7 (72.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1984.3</td>
<td>2663.2 (84.85)</td>
<td>2121.7 (72.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000:1</td>
<td>1904.3 (80.22)</td>
<td>2355.7 (90.96)</td>
<td>2121.7 (69.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1878 (73.01)</td>
<td>2332.2 (85.78)</td>
<td>2121.7 (84.94)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000:2</td>
<td>5095.1 (1062.69)</td>
<td>5105.1 (990.97)</td>
<td>2121.7 (72.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2400.8</td>
<td>2593.6 (78.26)</td>
<td>2121.7 (85.54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001:1</td>
<td>1989.7 (43.67)</td>
<td>2451.0 (61.42)</td>
<td>2121.7 (66.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980.1</td>
<td>2442 (60.53)</td>
<td>2121.7 (74.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001:2</td>
<td>2137.3 (43.24)</td>
<td>2586.0 (77.94)</td>
<td>2121.7 (51.24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2101.4</td>
<td>2543.7 (69.3)</td>
<td>2121.7 (55.21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002:1</td>
<td>1937.5 (43.24)</td>
<td>2466.8 (63.19)</td>
<td>2121.7 (65.38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1937.5</td>
<td>2466.8 (63.19)</td>
<td>2121.7 (63.58)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002:2</td>
<td>1886.6 (84.74)</td>
<td>2538.9 (116.87)</td>
<td>2121.7 (51.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1886.6</td>
<td>2538.9 (116.87)</td>
<td>2121.7 (55.21)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Estimated standard errors in parentheses, correcting for clustering, but not correcting for imputations (except in the multiple imputations case)

The first issue is the impact of extreme values. The relevant contrast is between columns 1 and 2 and between 3 and 4. The impact of extreme values is pronounced in two surveys, viz. 1999 and September 2000, although even in 1998 they increase average wages by more than 5%. The offending entries have been highlighted in grey. It is worthwhile pointing out that in some cases average wages went up (slightly) with the removal of extreme values. The
reason for this is that our approach to outlier detection also removed observations deemed to have implausibly low earnings.

The second issue is the case of the brackets. The most relevant contrast is between columns 2 and 4. The former column uses only the point values, while the latter reweights those values to take into consideration the people providing brackets. It is important to note that in other respects both estimates use the same information – the same point values and the same samples. Correcting for brackets raises average incomes by 24% over the period.

We next consider how the “reweighting” approach compares to the imputations. We have four imputation approaches in the table: column 5 gives bracket responders the mean income of the point values recorded within the bracket, while column 6 gives the midpoint and twice the lower bound for the “open” category. Column 7 does a single “hot deck” round, correcting both for bracket responses and cases where the earnings information was completely missing. Column 8 is the multiple imputation version of what is done in column 7. Indeed column 7 is one of the imputation rounds calculated for the results in column 8.

Comparing first the reweighting approach to mean and midpoint imputations, we observe that they are generally very close. Indeed reweighting and mean imputation should lead to identical results, bar any rounding errors. There is a very small disagreement between the two sets of estimates in 1998 and 1999 which is due to marginal differences in the data cleaning steps. The results with the mid-point estimates are also reasonably close, although those are slightly higher, to the tune of 2%. Perhaps the adjustment for the open category was a bit too generous. We observe, however, that neither reweighting nor mean imputation is possible with the 1996 data, where we only have bracket information.

If the “reweighting” approach and these deterministic imputation methods give such similar results, why not simply run with these very simple data adjustments? There are two major reasons for not following this route. Firstly, the standard errors will be wrong (compare for instance the standard errors in columns 5 versus 4 or 8). Secondly, other moments of the distribution will, in fact, be affected. Table 4 shows estimates of several percentiles as well as of the p90/p10 ratio (a measure of inequality) according to the “reweighting” and “mean imputation” approaches. While the means of the two series are very close to each other, this cannot be said for the other percentiles. Differences in excess of 10% are not uncommon in Table 4. The problem, of course is that the mean imputation method creates spikes in the data and depending on where these are located they will lead to either an over- or underestimate of any particular percentile. The extent of the distortion will depend on the absolute numbers of observations at the spike. In short mean and midpoint imputation have little to recommend them, certainly when compared to the “reweighting” approach, which is also fairly easy to implement.
Correcting also for the individuals who refused to provide point values and brackets is done in columns 7 and 8. Comparing the final column to the “reweighting” approach in column 4 we see that average wages are around 7% higher when we bring the completely missing information also into consideration. This supports Posel and Casale’s (2006) contention that the characteristics of outright refusers look more like the high bracket earners than the rest of the population.

### Table 4 Selected percentiles estimated according to the reweighting and mean imputation approaches

<table>
<thead>
<tr>
<th></th>
<th>p10 mean</th>
<th>p10 rewt</th>
<th>%</th>
<th>p25 mean</th>
<th>p25 rewt</th>
<th>%</th>
<th>p50 mean</th>
<th>p50 rewt</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>304.8</td>
<td>358.5</td>
<td>-15.0%</td>
<td>725.7</td>
<td>737.3</td>
<td>-1.6%</td>
<td>1816.8</td>
<td>1567.5</td>
<td>15.9%</td>
</tr>
<tr>
<td>1995</td>
<td>446.1</td>
<td>409.3</td>
<td>9.0%</td>
<td>955.0</td>
<td>955.0</td>
<td>0.0%</td>
<td>1835.9</td>
<td>1882.7</td>
<td>-2.5%</td>
</tr>
<tr>
<td>1997</td>
<td>441.9</td>
<td>403.5</td>
<td>9.5%</td>
<td>1032.6</td>
<td>930.2</td>
<td>11.0%</td>
<td>1744.2</td>
<td>1744.2</td>
<td>0.0%</td>
</tr>
<tr>
<td>1998</td>
<td>373.5</td>
<td>320.2</td>
<td>16.7%</td>
<td>870.8</td>
<td>747.1</td>
<td>16.6%</td>
<td>1667.4</td>
<td>1600.9</td>
<td>4.2%</td>
</tr>
<tr>
<td>1999</td>
<td>367.3</td>
<td>314.8</td>
<td>16.7%</td>
<td>810.3</td>
<td>682.1</td>
<td>18.8%</td>
<td>1460.8</td>
<td>1574.0</td>
<td>-7.2%</td>
</tr>
<tr>
<td>2000:1</td>
<td>310.6</td>
<td>310.6</td>
<td>0.0%</td>
<td>672.4</td>
<td>621.1</td>
<td>8.2%</td>
<td>1390.1</td>
<td>1434.4</td>
<td>-3.1%</td>
</tr>
<tr>
<td>2000:2</td>
<td>340.6</td>
<td>314.7</td>
<td>8.2%</td>
<td>688.3</td>
<td>639.1</td>
<td>7.7%</td>
<td>1474.9</td>
<td>1474.9</td>
<td>0.0%</td>
</tr>
<tr>
<td>2001:1</td>
<td>336.2</td>
<td>332.8</td>
<td>1.0%</td>
<td>691.6</td>
<td>665.5</td>
<td>3.9%</td>
<td>1440.9</td>
<td>1440.9</td>
<td>0.0%</td>
</tr>
<tr>
<td>2001:2</td>
<td>339.0</td>
<td>329.6</td>
<td>2.9%</td>
<td>713.5</td>
<td>659.1</td>
<td>8.3%</td>
<td>1506.6</td>
<td>1506.6</td>
<td>0.0%</td>
</tr>
<tr>
<td>2002:1</td>
<td>317.6</td>
<td>317.6</td>
<td>0.0%</td>
<td>687.6</td>
<td>635.2</td>
<td>8.2%</td>
<td>1440.9</td>
<td>1440.9</td>
<td>0.0%</td>
</tr>
<tr>
<td>2002:2</td>
<td>330.0</td>
<td>296.4</td>
<td>11.3%</td>
<td>659.9</td>
<td>592.7</td>
<td>11.3%</td>
<td>1439.5</td>
<td>1439.5</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

The final issue that we would like to address is the effect of doing the imputation multiple times, rather than just once. The key reason is to estimate the standard errors correctly. The impact of doing it can be seen by comparing the estimated standard errors in columns 7 and 8 of Table 3. On average across the surveys listed, the estimated standard error in column 7 is only 86% of the estimated standard error in column 8. As indicated by the theory, doing the imputation only once provides biased and inconsistent estimates of the covariance matrix.

### 5. Trends in wages and wage inequality

Our preferred estimation method is therefore the multiple imputation approach. The first set of results are shown in Figure 1. Several points stand out. The 1994 numbers are clearly
too low. As we pointed out above, this is the only period where the concept is net rather than gross earnings. Secondly the dip between October 1999 and February 2000 is clear in both the mean and the median earnings series. This is due to the better enumeration of more marginal forms of employment. Thirdly we see that the OHS earnings series (particularly when looking at median earnings) look a bit high. We suspect that this is due to the undersampling of small households (in particular hostels, backyard shacks and domestic workers). From February 2000 to the end of the series, however, both mean and median earnings are on an upward trajectory. The rate of increase, however, is stronger in the case of the mean than the median. The point estimates suggest that mean real earnings increased by 33% between 2000 and the end of 2011 while median real earnings increased by 16%. The figures convert to average annual increases of 2.45% and 1.26% respectively.

*Figure 1 Real earnings among employees, 1994-2011*

*Figure 2 Wage increases of employees at different percentiles relative to the median*
The right-hand panel in that figure suggests that the gap between the 25th percentile and the median has stayed constant over time, while the 10th percentile has shifted up. This suggests some compression of the earnings distribution right at the bottom.

**Conclusion**

We have argued both a methodological and a substantive point. Methodologically it is clear that wage trends cannot be read off the raw data, without paying attention to the data quality issues enumerated above. Furthermore considerable care has to be taken to get the “right” point estimates, particularly if one wants to move beyond a simple concern with the mean. Our substantive results suggest that the mean obscures a number of important shifts in the underlying wage distribution. It is clear that inequality in earnings among employees has increased over the post-apartheid time period. Some of the mechanisms underpinning inequality increases in other societies – such as decreases in union power – should not have been operating in South Africa. Clearly more work needs to happen to unpick the mechanisms underlying these shifts. Such work must, however, start from a basis where the data issues are adequately dealt with. The multiply imputed incomes provided in PALMS (Kerr, Lam and Wittenberg 2013) are a good place from where to begin such analyses.

* * *
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